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Abstract—Tourism is an important activity for the economy of
several places in the world. In this context, the use of information
systems might bring some benefits for tourists, for example, by
helping people to select tourist attractions, such as restaurants,
beaches, and museums. In this paper, we perform two evalu-
ations of 22 recommendation algorithms provided by existing
recommendation system libraries, aiming to identify efficient
algorithms in terms of prediction accuracy. In the first evaluation,
we compare the algorithms by measuring different metrics, such
as RMSE, MAE, precision, recall, and F1 Score. In the second
evaluation, we compare the recommendation algorithms based
on the answers of 172 people that participated in our survey by
evaluating different kinds of tourist attractions. The results of
our study show that some recommendation algorithms remain
on the top list with regards to efficiency on both studies, such
as the SVD++, Baseline Only, and KNN Z Score with Pearson
Baseline Similarity. Others are efficient in the first evaluation, or
for some metrics, but not in the second study, for example, or
the other way around. The results of our study are useful for
people that are creating solutions in the tourism domain.

Index Terms—Recommendation systems, Tourist attractions

I. INTRODUCTION

Tourism is an important activity for the economy of several
places in the world [1]. In this context, the use of information
systems might bring some benefits for tourists, which nowa-
days can find information about hotels, tourist attractions, and
restaurants in many different places (e.g. Four Square, Yelp,
and Google). Thus, the task of selecting what is relevant is
difficult and time-consuming. Recommendation systems can
help tourists in this task by recommending tourist attractions,
restaurants, and hotels based on their profile and interests.

Considering the relevance of the topic, several approaches
for system recommendation have been proposed, and many of
those recommendation algorithms are available in well-known
libraries, including Surprise, Apache Mahout, and LibRec.
These libraries provide different algorithms to make recom-
mendations, including neighborhood methods [2–4], matrix
factorization-based techniques [5–7], and other types, such as
SlopeOne [8], and CoClustering [9]. However, a little effort
has been put into comparing the efficiency of these algorithms
in practice, for example, by considering the perspective and
opinions of human beings.

In this paper, we perform two evaluations of 22 collaborative
filtering recommendation algorithms. The implementation of

such algorithms were obtained from mature libraries, e.g.,
Surprise, Apache Mahout, and LibRec. After selecting the
algorithms, we performed two complementary evaluations. In
the first one, we compared the algorithms based on a set
of metrics, such as RMSE, MAE, precision, recall, and F1
Score, to measure the efficiency of the algorithms in terms
of prediction accuracy. Afterwards, in the second evaluation,
we compared the same 22 algorithms based on the answers
of 172 people that participated in our experiment by evaluating
tourist attractions of different kinds. At the end, we triangulate
the results of both studies with the goal of identifying the most
efficient algorithms, that is, the ones that make predictions with
fewer mistakes.

The results of our study show that some recommendation
algorithms remain on the top list with regards to efficiency on
both studies, such as the SVD++, Baseline Only, and KNN
Z Score with Pearson Baseline Similarity algorithms. Other
algorithms are efficient in the first evaluation, or for some
metrics, but not at the second evaluation, for example, or
the other way around. For instance, the SVD algorithm is the
second more efficient for metrics RMSE and MAE, while in
the second evaluation, it takes the 16 position in the ranking
of more efficient algorithms. On the other hand, the KNN Z
Score with Cosine Similarity is the most efficient in the eval-
uation with people, but it takes position 14 when considering
metric RMSE. By triangulating the results of both studies, we
improve evidence regarding the most efficient algorithms for
recommendation systems in the tourism domain.

The remainder of this article is organized as follows. In
Section II, we present some background information that is
necessary to understand our study. In Section III, we discuss
the setup of our study, and Sections IV and V present the
results of the evaluations based on metrics and users perspec-
tive respectively. In Section VI, we compare the results of both
evaluations. In Section VII, we discuss the related work, and
Section VIII presents the concluding remarks and conclusions.

II. BACKGROUND

In this section, we present a brief overview of recom-
mendation systems and machine learning. Recommendation
systems have emerged in response to the huge amount of
information available nowadays [10], which makes it difficult
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and time-consuming for choosing between a wide variety
of products and services available, for example, in websites
around the world. By definition, recommendation systems
are software tools and techniques that automatically provide
recommendations for users based on their past experience,
that is, recommending the items that are most likely to
interest a particular user [11]. Recommendation systems use
the available user data, information about other users, and
information about the environment with the goal of making
predictions.

Currently, recommendation systems are a common appli-
cation area in machine learning, which is a collection of
algorithms and techniques that software developers can use
to create computational systems that automatically learn by
analyzing the available data to make predictions and in-
ferences [12]. The algorithms for recommendation systems
in machine learning are typically classified into three cate-
gories [13]:

1) Content-Based Filtering: algorithms in which the user
receives recommendations based on similar items that
the user has shown interest in the past [14];

2) Collaborative Filtering: the algorithm makes recom-
mendations for users based on items that people with
a similar profile has shown interest in the past. This
category is subdivided into two subcategories [15]:

a) User-based Collaborative Filtering: a memory-
based algorithm that uses information about users
and items to generate recommendations [16]. It
calculates a certain similarity score among users,
and based on this score, it selects the most similar
users and recommends items that these similar
users have previously shown interest;

b) Item-based Collaborative Filtering: it is a model-
based algorithm that provides item recommenda-
tions based on a model of user ratings [16]. In
this algorithm, the similarities between pairs of
items are calculated, and the similarity is used to
recommend items.

3) Hybrid Filtering: algorithms that combine collaborative
and content-based methods [17].

Recommendation systems are currently applied in many
different domains, such as e-commerce [18], and video stream-
ing [19], due to information overload. In the tourism field,
there is also a huge amount of information available. For
example, tourist information on the internet spreads across a
wide range of different websites. In addition to the official
websites of destinations, attractions or services, there are a
wide range of blogs, and wikis, offering additional information
about tourist attractions [20].

Developers can use a number of programming libraries in
different languages to implement recommendation systems,
such as Surprise, Apache Mahout, and LibRec. These libraries
provide several algorithms to make predictions, including
neighborhood methods [2–4], matrix factorization-based [5–7],
and other types, such as SlopeOne [8], and CoClustering [9].

However, little effort has been put into comparing the effi-
ciency of these algorithms in practice, considering the perspec-
tive of humans. In this study, we few this gap by performing
two evaluations with the goal of ranking collaborative filtering
algorithms: (1) by comparing the efficiency of the collaborative
filtering algorithms by using a set of five metrics; and (2) by
comparing the algorithms based on the answers of 172 people
that participated in our survey.

III. STUDY SETUP

To rank the collaborative filtering recommendation algo-
rithms based on their efficiency, we followed the process
described in Figure 1. In Step 1, we selected a set of platforms
with tourist attractions information and selected four options
to use in our study: Trip Advisor, Google Places, Yelp, and
Foursquare. We extracted the attractions information manu-
ally and by using Application Programming Interface (API).
Overall, we collected information about 92 tourist attractions,
and more than 76 thousand ratings.

Fig. 1. The Steps performed to Rank the Recommendation Algorithms.

After collecting information about tourist attractions and
ratings, in Step 2, we implemented a tool by using the
Surprise library. This library provides a large set of out-of-box
implementations for all recommendation algorithms arbitrarily
selected to our study. Moreover, the Python programming
language was selected due to its growing community work-
ing with machine learning and recommendation systems. In
Table I, we list the 22 algorithms considered in our study.

In Step 3, we performed the first evaluation of the rec-
ommendation algorithms based on a set of five metrics,
and ranking the algorithms based on the RMSE, MAE, F1
Score, Precision, and Recall. We made a system on the top
of Jupyter [21], which allowed us to create an interactive
visualization to compare the results of the recommendation
algorithms. We present the details of this step in Section IV.

Last, in Step 4, we integrated the recommendation system
that we developed in Python to a RESTful API [22] developed
in Flask [23]. For the user interface, we implemented a respon-
sive website by using ReactJS, which connects to the RESTful
API through HTTP calls. After developing this infrastructure,
we sent emails asking users to participate in our survey. We
present the details of this step in Section V.
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Algorithm RMSE MAE Precision Recall F1
Baseline Only 0.89 0.70 0.86 0.92 0.89

SVD 0.90 0.71 0.86 0.87 0.87
SVD++ 0.91 0.71 0.86 0.89 0.88

kNN Baseline with pearson baseline similarity 0.98 0.75 0.86 0.88 0.87
kNN Means with pearson baseline similarity 0.99 0.76 0.85 0.91 0.88

kNN Z Score with pearson baseline similarity 0.99 0.76 0.85 0.91 0.88
kNN Baseline with MSD 1.02 0.77 0.88 0.81 0.84

kNN Baseline with cosine similarity 1.02 0.77 0.88 0.81 0.84
kNN Means with with cosine similarity 1.03 0.78 0.87 0.82 0.85

kNN Basic with pearson baseline similarity 1.03 0.79 0.84 0.95 0.89
kNN Means with MSD 1.03 0.78 0.87 0.82 0.85

kNN Z Score with MSD 1.03 0.78 0.87 0.82 0.85
SlopeOne 1.03 0.79 0.87 0.82 0.84

kNN Z Score with cosine similarity 1.03 0.78 0.87 0.83 0.85
kNN Baseline with pearson correlation similarity 1.04 0.79 0.87 0.82 0.85
kNN Z Score with pearson correlation similarity 1.05 0.80 0.86 0.84 0.85
kNN Means with pearson correlation similarity 1.05 0.80 0.87 0.84 0.85

CoClustering 1.05 0.80 0.87 0.81 0.84
kNN Basic with cosine similarity 1.07 0.80 0.86 0.86 0.86

kNN Basic with MSD 1.07 0.80 0.86 0.86 0.86
kNN Basic with pearson correlation similarity 1.10 0.82 0.85 0.89 0.87

NMF 1.13 0.90 0.90 0.65 0.75
TABLE I

RANKING OF RECOMMENDATION ALGORITHMS BASED ON METRICS.

IV. METRIC-BASED EVALUATION

To evaluate the 22 recommendation algorithms, we consider
a set of five metrics, as we explain next.

A. Mean Absolute Error (MAE)

The Mean Absolute Error calculates the error of estimated
evaluations of users. For example, if a user rated an item with
a five note and the system predicted a three note, the MAE
is two. The formula used to calculate MAE is presented in
Figure 2.

Fig. 2. The MAE formula used in our study.

B. Root Mean Square Error (RMSE)

The Root Mean Square Error is a quadratic scoring rule that
also calculates the error of estimated evaluations of users. It is
the square root of the average of squared differences between
the prediction given by the system and the user’s evaluation.
The RMSE assigns higher weights to larger errors, since errors
are squared before the average. The formula used to calculate
RMSE is presented in Figure 3.

Fig. 3. The RMSE formula used in our study.

C. Precision

The precision is used to know how many items the user
really liked considering all recommended items. Precision =
tp/tp + fp, where tp is the number of recommended items
the user liked (true positives) and tp+ fp is the total number
of recommended items (true positives, and false positives).

D. Recall

The recall is used to calculate the proportion of recom-
mended items that the user likes. Recall = tp/tp+fn, where
tp is the number of recommended items the user likes (true
positives) and tp + fn is the total number of items that user
likes (true positives, and false negatives).

E. F1 Score

The F1 Score uses Precision and Recall in its calcula-
tion, and can be interpreted as a weighted average of both.
F1Score = 2 ∗ [(precision ∗ recall)/(precision+ recall)].

F. k-Fold Cross Validation

Together with RMSE, MAE, Precision, and Recall, we used
the k-fold cross validation [24] method. In the k-fold cross-
validation, the data is divided into k subsets. Thus, the metrics
equations is repeated k times, in which the time one of the k
subsets is used as a validation set, and the other k− 1 subsets
are used as the training set. The error estimate is calculated
based on all k attempts to get the full effectiveness of the
model. By exchanging the training and test sets, we increase
the effectiveness of this method. In our study, we used k = 5.
In Figure 4, we illustrate this process in detail.

Fig. 4. Cross validation process used in our study with k = 5.
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In Table I, we list not only the 22 algorithms considered in
our study, but also the metric values according to the use of
statistics. Notice that the algorithms are ranked based on the
value of RMSE. In this context, the most efficient algorithms
are Baseline Only, SVD, and SVD++. In the next section, we
present the second evaluation based on answers of real users,
which we performed to triangulate the results and increase
evidence in the results.

V. EVALUATION BASED ON REAL-USER EVALUATIONS

To evaluate the 22 recommendation algorithms by taking
into account the perception of real users, we integrated our
recommendation system into a tourism application. The main
goal of this evaluation is to compare the evaluations of real
users with the evaluations provided by the recommendation
system (that is, the evaluation based on metrics) for each
algorithm considered in our study.

To perform the evaluation, we integrated the recommen-
dation system into the Hupi application, which provides two
main functionalities: (1) a centralized database with tourist
attractions information; and (2) recommendations of tourist
attractions for tourists based on their profile. In Figure 5,
we present the main screen of the evaluation of the recom-
mendation algorithms based on the Hupi application. In this
screen, the users could see the tourist attractions and evaluate
the attractions based on their perceptions by clicking on the
number of stars. The user could choose to not evaluate any
tourist attraction, and the system automatically generates a new
attraction for evaluation, as the user might not know some
attractions listed in the page.

Fig. 5. The screen of the Hupi application used during our evaluation with
real users.

The evaluation consists of two steps. In the first step, the
system selects a number of tourist attractions and presents
to the users, which evaluate each attraction based on their
perceptions. This first step is used in our system to model the
profile of the user. Based on the profile of the user, the systems
runs the recommendation system to measure the possible rates
for a set of tourist attractions. In the second step, the system
selects a number of attractions, ask the users to evaluate again,
and compare the rates of users with the rates generated by the
recommendation system.

To select participants for our evaluation, we sent emails ask-
ing people to participate in the experiment. Overall, 172 users

Algorithm Error
KNN Z Score with cosine similarity 18.08
KNN Baseline with Pearson correlation similarity 19.04
SVD++ 20.04
KNN Means with with cosine similarity 20.08
KNN Means with MSD 20.62
Baseline Only 21.89
KNN Z Score with Pearson baseline similarity 22.38
KNN Means with Pearson correlation similarity 22.64
CoClustering 23.13
KNN Z Score with MSD 26.94
KNN Basic with Pearson baseline similarity 27.22
KNN Basic with Pearson correlation similarity 28.02
KNN Baseline with Pearson baseline similarity 28.85
KNN Baseline with cosine similarity 29.56
KNN Means with Pearson baseline similarity 30.27
SVD 30.76
SlopeOne 33.52
KNN Basic with cosine similarity 35.60
KNN Baseline with MSD 35.76
KNN Basic with MSD 41.49
NMF 42.30
KNN Z Score with Pearson correlation similarity 45.36

TABLE II
RANKING OF RECOMMENDATION ALGORITHMS BASED ON THE ANSWERS

OF REAL USERS.

participated in the evaluation. In Table II, we show the results
by ranking the algorithms considered in our study. It is
important to notice here that the results of algorithms has
changed when compared with the results of the first evaluation
(see Table I). Error =

� n

1
|system rating(i)−user rating(i)|,

where n is the number of evaluations, and i the current
evaluation number.

VI. DISCUSSION

We triangulate the results of both evaluations to rank the
algorithms. As the evaluations and metrics ranked the algo-
rithms differently, we compared the rankings to suggest the
most efficient recommendation algorithms taking into account
the results of both evaluations. Thus, we summed the ranking
positions of each algorithm in both evaluations, for each
metric, to identify the top algorithms based on their efficient.
The top algorithms considering the results of both evaluations
are SVD++, Baseline Only, and KNN Z Score with Pearson
baseline similarity.

We summarise the results in Table III, in which we show
the ranking of the algorithms in both evaluations. To rank the
algorithms taking the results of the two studies, we calculated
the Total Error (TE), by summing the rankings of both studies,
that is TE = RMSE + MAE + Recall + Precision +
F1Score + People, as we were interested in selecting the
most efficient algorithms. So, the final ranking represents the
algorithms with better ranking considering the two evaluations
that we performed in this study, that is, the most efficient
algorithms are the ones with the lowest total error values.

VII. RELATED WORK

Many studies that compares recommendation algorithms
focus on evaluating the quality of the recommendation system
forecasts by using metrics. In [25–27], a recommendation
system for tourism is evaluated by using cross-validation and
several metrics, such them the Root Mean Squared Error
(RMSE), which is also used in our study.
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Algorithm RMSE MAE People Precision Recall F1 Total Error
SVD++ 3 3 3 12 5 5 9

Baseline Only 1 1 6 17 2 2 8
kNN Z Score with pearson baseline similarity 6 6 7 19 3 3 19

kNN Means with with cosine similarity 9 9 4 4 17 16 22
kNN Z Score with cosine similarity 14 11 1 9 13 13 26

kNN Means with MSD 11 10 5 10 16 17 26
kNN Baseline with pearson baseline similarity 4 4 13 15 7 6 21

kNN Baseline with pearson correlation similarity 15 14 2 8 15 15 31
SVD 2 2 16 14 8 7 20

kNN Means with pearson baseline similarity 5 5 15 20 4 4 25
kNN Basic with pearson baseline similarity 10 15 11 22 1 1 36

kNN Z Score with MSD 12 12 10 6 14 14 34
kNN Baseline with cosine similarity 8 8 14 3 20 21 30

kNN Means with pearson correlation similarity 17 16 8 11 12 12 41
kNN Baseline with MSD 7 7 19 2 21 20 33

CoClustering 18 17 9 5 19 19 44
kNN Z Score with pearson correlation similarity 16 18 13 13 11 11 47

SlopeOne 13 13 17 7 18 18 43
kNN Basic with pearson correlation similarity 21 21 12 21 6 8 54

kNN Basic with cosine similarity 19 20 18 16 10 10 57
kNN Basic with MSD 20 19 20 18 9 9 59

NMF 22 22 21 1 22 22 65
TABLE III

RANKING OF RECOMMENDATION ALGORITHMS BASED ON METRICS AND ANSWERS OF REAL USERS.

Arsan et al. [28] proposes a study by using the Mahout
framework with the goal of searching the best collaborative
filtering algorithms. The study uses the metrics RMSE, and
Mean Absolute Error (MAE) metric. In their study, they used
movie rating dataset to compare the algorithms. In another
study, Seminar and Wilson [29] used the open source Movie-
Lens database to evaluate Mahout algorithms with the MAE
metric.

Said and Bellogı́n [30] compared the results of some algo-
rithms of the Mahout, LensKit and MyMediaLite frameworks
in relation to the RMSE metric and time. In the tourism
domain yet, Nilashi et al. [31] proposed a recommendation
system for tourist places and evaluated it by using several
metrics, such as RMSE, MAE, F1-measure, and Precision.

Noguera et al. [32] developed a mobile hybrid recom-
mendation system by using user-based collaborative filtering
combined with item-based filtering. The main contributions of
this study is related to identifying the limitations of precision
metrics. Liu et al. [33] proposed a new model of user similarity
with the goal of improving the accuracy of collaborative
filtering. It uses the metrics precision and recall to evaluate
its results by claiming that the metrics RMSE and MAE,
although widely used, do not guarantee user satisfaction. In our
study, we complement these studies by comparing the results
of RMSE with the results of a study with real users, which
rated a number of tourist places.

Our study complements the existing studies by considering
a big data set, by comparing 22 algorithms, using a set of
five metrics, as well as by considering an evaluation with real
users to get more evidence with the results.

VIII. CONCLUSION REMARKS

In this study, we performed a comparison of 22 recom-
mendation algorithms in the tourism domain. We performed
two evaluations: (1) based on metrics; and (2) based on the

answers of real users, to rank the algorithms according to
their efficiency. By triangulating the results of both studies,
we improve evidence regarding the most efficient algorithms
for recommendation systems.

The results of the evaluations ranked the algorithms differ-
ently. Some recommendation algorithms remain on the top list
with regards to efficiency, such as the SVD++, Baseline Only,
and KNN Z Score with Pearson Baseline Similarity algorithms,
while others are efficient in the first evaluation, but not at the
second one, or the other way around.

As future work, we intend to evaluate the recommendation
algorithms in different domains, such as movie reviews, and
music.
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